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a b s t r a c t

High energy physics detectors span a wide range of applications with greatly differing requirements.

Although the detector configurations are very different, the application of only a few basic signal

acquisition principles is required. The LHC required novel designs, but built on a wide range of previous

developments that had been completed for other experiments. The high luminosity drove up the event

rates, but multiple interactions per bunch crossing also made occupancy a major challenge. The large

scale of detector subsystems imposed efficient designs where cost was a major consideration, but the

difficulty of accessing detector components added reliability to the list of more severe requirements.

Radiation damage, especially in the inner detectors, added additional crucial constraints. This paper will

discuss electronics requirements, the configurations of major LHC detectors, and the readout systems.

After a discussion of front-end implementations and radiation effects, systems with extreme

performance requirements are described in more detail, i.e. silicon strip and pixel systems.

& 2011 Elsevier B.V. All rights reserved.
Contents
1. Introduction . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 198

2. Commonality of different applications . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 198

3. Pixel detectors . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 199

4. Leading edge developments – detector requirements at the LHC . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 200

4.1. Event rates and occupancy . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 200

4.2. Signals and noise . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 201

4.3. Fast data readout . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 201

4.4. Radiation resistance . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 201

4.5. Technology, reliability, and cost . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 202

5. LHC Detector configurations and subdetector signal sources. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 203

5.1. ATLAS . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 203

5.2. CMS . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 204

5.3. LHCb . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 205

5.4. ALICE . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 207

6. Front-end configurations . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 208

6.1. Performance specifications . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 208
6.1.1. Electronic noise . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 208

6.1.2. Input impedance . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 209
6.2. Charge-sensitive front-ends and shapers . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 210

6.3. Low-power front-ends . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 210

6.4. Current sensitive front-ends (ATLAS liquid Ar calorimeter) . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 211

7. Radiation resistance . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 212

7.1. Sensors . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 212

7.2. Electronics . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 212

8. Examples with extreme requirements I: silicon trackers . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 212

8.1. Coping with high rates. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 213

8.2. Radiation damage. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 213

8.3. Layout. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 213
ll rights reserved.

www.elsevier.com/locate/nima
dx.doi.org/10.1016/j.nima.2011.04.060
mailto:helmuth.spieler@gmail.com
dx.doi.org/10.1016/j.nima.2011.04.060


H. Spieler / Nuclear Instruments and Methods in Physics Research A 666 (2012) 197–222198
8.4. Readout electronics . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 214
8.4.1. CMS readout electronics . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 214

8.4.2. ATLAS readout electronics . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 215

8.4.3. Required signal-to-noise ratio in a binary readout system . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 215

8.4.4. ATLAS SCT readout implementation . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 216
8.5. Detector modules . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 217

9. Examples with extreme requirements II: Silicon pixel detectors. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 218

9.1. ATLAS pixel detector . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 218

10. Conclusions . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 222

Acknowledgment . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 222

References . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 222
1. Introduction

High energy physics detectors span a wide range of applica-
tions with greatly differing requirements. Although the detector
configurations are very different, the application of only a few
basic signal acquisition principles is required. There are some
basic components common to the readout systems:
�
 Front-ends, which include preamplifiers, pulse shapers, buffer
memories, and digitizers.

�
 Preprocessors and drivers, which include zero-suppression,

data configuration, and output drivers.

�
 Off-detector data processing.

The first two items are often located in or near the active
detector region, where space, power, and material are major
considerations, whereas the off-detector data processing is often
far removed and thus offers more flexibility because space and
power constraints are not as critical.
2. Commonality of different applications

Although the specific parameters can vary significantly, it
simply means that the basic signal acquisition techniques must
be applied accordingly. In today’s high energy physics systems
practically all detectors require conversion of the primary detec-
tion to electrical signals. There are exceptions in particle physics,
e.g. bubble detectors in dark matter searches, but even these use
electronic imaging to analyze the signals.

There are two basic types of detectors, direct and indirect
signal production. In direct detection the absorbed energy is
converted directly into charge, i.e. electron–ion or electron–hole
pairs. The conversion configurations span a wide range:
�
 Drift chambers;

�
 Multi-wire proportional sensors;

�
 GEMs;

�
 MicroMegas;

�
 Liquid noble gas ionization chambers (calorimeters);

�
 Semiconductor detectors, e.g. strip and pixel detectors.
Indirect detectors are primarily scintillation detectors, where
scintillation light is converted to an electrical signal through a
variety of techniques:
�
 Photomultipliers with high gain;

�
 Hybrid phototubes that have less gain, but are also less

sensitive to magnetic fields;

�
 Semiconductor photodiodes;

�
 Avalanche photodiodes (APDs);
�
 ‘‘Silicon photomultipliers’’;

�
 Electronic luminescence.

The goals of energy measurement, position sensing, timing,
mere hit detection, or some combination determine the required
electronic sensitivity, response time, and dynamic range. The
primary signal can be measured in terms of voltage, current, or
integrated charge, all of which are related.

The absorbed energy E is converted into a signal charge:

QS ¼
E

ESQ
ð1Þ

where ESQ is the energy required to create a signal quantum, e.g.
an electron–ion pair or electron–hole pair. The instantaneous
signal is a current, whose magnitude for a given charge depends
on the drift time of the signal charges within the detector, but
when deposited on a capacitance C the signal charge translates
into a voltage:

V ¼
QS

C
ð2Þ

where C is the total capacitance onto which the signal charge is
deposited. In a practical system this is the sensor capacitance, the
input capacitance of the amplifier, capacitances of connecting
cables and additional circuitry, and stray capacitances. The full
value of this voltage is only obtained when the input time
constant, i.e. the product of the input resistance Ri of the amplifier
times the total input capacitance C is much larger than the charge
collection time. For high rates this time constant may be con-
strained to smaller values, so then the peak voltage is less. For a
given electronic noise level this will degrade the signal-to-noise
ratio. This also shows that the signal-to-noise ratio degrades with
increasing capacitance C.

If energy measurement is the prime goal and the shape of the
primary detector pulses varies, the best technique to measure the
energy is to use an active integrator, called a charge-sensitive
amplifier. As discussed below, these amplifiers provide a low
impedance that transfers the signal current to a feedback capa-
citor in the amplifier circuit. The signal charge then converts to
the amplifier output voltage, whose dependence on the total
input capacitance C can be very small. In this case the electronic
noise depends on the capacitance C, so the signal-to-noise ratio
still degrades with increasing capacitance.

The degradation of signal-to-noise ratio with increasing detec-
tor capacitance is a general result for many systems, but not for
the same reason, as noted above for charge-sensitive amplifiers
(for a simple explanation see Ref. [1]).

The signal current can also be sent through a current-sensitive
amplifier, i.e. an amplifier where the input time constant RiC is
much smaller than the charge collection time, and then integrated
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either in analog circuitry or by digitizing and then applying digital
processing. In an ideal current-sensitive amplifier the noise can be
independent of capacitance, but in reality the effect of parasitic
noise sources can depend on detector capacitance, so it should
always be considered.

The same principles also apply to detectors with internal gain,
e.g. gas proportional chambers, GEMs, MicroMegas, APDs, etc., but
now the signal is larger, so electronic noise is less important. Here
the statistical fluctuations of the gain process often determine the
energy resolution.

In scintillation detectors the scintillation light is also con-
verted to an electronic signal. In a photomultiplier tube the
primary output signal is a current, often simply sent through a
resistor whose voltage is measured. Integrating the output cur-
rent pulse yields a charge that is proportional to the energy
deposited in the scintillator, so the basic techniques described
above also apply, as also for other photodetectors. Again, with
high gain prior to feeding the electronics, the electronic noise
level is less important, but measurement of the signal magnitude
or its timing may be the priorities. Overall, energy resolution
depends on the ultimate signal-to-noise ratio, where the noise is
the result of statistical fluctuations either in the detector, the
electronics (i.e. electronic noise), or both.

In timing measurements signal-to-noise ratio is also impor-
tant, but in addition the time dependence is key, i.e. the slope-to-
noise ratio. For a time variant signal S(t) the time resolution:

st ¼
sn

dS=dt
ð3Þ

where sn is the noise level, again the result of statistical fluctua-
tions either in the detector, the electronics, or both. Since
reducing the response time of the electronics, i.e. increasing
dS/dt, requires an increase in frequency bandwidth, this increases
electronic noise, so improving time and energy resolution require
opposing electronics requirements. Both detector and electronics
contributions are discussed in Ref. [1]. Although Ref. [1] targets
semiconductor detector systems, the basic principles in optimiz-
ing front-end electronics apply to all detectors, although the
combination of design parameters is quite different.

Detector designers commonly follow recipes that have worked
in past designs. However, changes in the detector environment
can lead to different paths and these must be recognized to
determine which way to go. When the SSC was proposed the high
luminosity of 1033 cm�2 s�1 led the recognized experts to claim
that tracking detectors were impractical. As time has shown, this
was a conclusion based on a narrow perspective and the lack of a
broad understanding of physics. Developing novel detectors for
high energy physics requires the understanding of a broad range
of physics and the ability to recognize which directions to pursue
and what is technologically practical.
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charge deposited in the bulk to the readout plane. The electrodes are capacitively

coupled to the bulk, so changing the potentials on the individual electrodes will

shift the charge from one electrode to the next. This figure shows how this is done

in a three-phase clock pulse system.
3. Pixel detectors

Pixel detectors have become increasingly important in high
energy physics. In the LHC they are essential to separate tracks
near the interaction region. Future tracking systems for the ILC
require high single-track resolution to resolve the components of
jets, so highly segmented devices with pixel sizes of about 20 mm
are needed, much smaller than used at the LHC. A major
difference with respect to detectors at hadron colliders is that
full coverage extending to small forward angles is crucial. In
current detectors material tends to increase substantially at
forward angles because that is where cabling and cooling lines
are brought out (see Section 5). The ILC or similar future systems
will require different concepts.
The first pixel detectors were charge coupled devices (CCDs).
Fig. 1 shows the basic readout principle. Signals from the
individual pixels within a column are transferred pixel-to-pixel
and then fed into a serial output register. The signal charge is
transferred from one pixel to the next by changing the relative
potentials, as shown in Fig. 2. This serial readout is performed for
all pixels, so for a transfer rate of R MHz and N pixels, the readout
time is N=R ms. Increasing the readout clock rate will reduce the
readout time, but also increase the power dissipation. For exam-
ple, in the VXD3 vertex detector [2] that was successfully used at
the SLD, a readout rate of 200 kHz per pixel led to peak currents of
1.3 A, which also raises cross-talk issues. The readout time per
frame has been commonly reduced by subdividing the pixel array
into four quadrants and more recently by having multiple read-
outs that serve several columns [3] or including a readout per
column [4].

CCDs can be made with pixels of just a few microns size and
with depletion depths in the hundreds of microns [5]. They can
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also be thinned to minimize material. An alternative is the DEPFET
detector, which allows pixel selective readout [6], where the pixel
is formed by a monolithically integrated transistor. Pixels are read
out by selecting the corresponding x and y lines as shown in Fig. 3.
However, in many applications it is necessary to include some
circuitry on each pixel, e.g. to provide time stamping and local
event storage. This can be achieved in monolithically integrated
pixel arrays (MAPS) and hybrid pixel arrays.

MAPS use standard CMOS ICs where the epitaxial layer
adjacent to the circuit plane is used as the active detector region.
The field is not well controlled, but since the collection path is
small, collection times are acceptable. Especially in modern ‘‘deep
submicron’’ technologies this provides space for basic front-end
circuitry [7]. MAPS are now also used in other fields, e.g. high-
resolution dynamic electron microscopy [8]. The arrays are
limited to the size of a chip, currently about 3 cm2, so multiple
chips must be placed together with care to minimize dead space.
A pixel size in the 10 s of microns still limits the amount of
circuitry that can be accommodated, but integrated circuit tech-
nologies that provide multiple circuit layers as illustrated in Fig. 4
will offer more possibilities [9,10]. These structures are often
referred to as ‘‘SOI’’ or ‘‘3D’’, not to be confused with other
previously developed IC and detector structures that use the
same names.

The most flexible pixel devices are hybrid arrays, key compo-
nents in LHC detectors, where a large sensor array is used as the
base onto which multiple chips are mounted. This also allows
sensor materials other than silicon, e.g. diamond, to be used with
a wide range of IC technologies. The pixel circuitry can include
many functions, as illustrated in the ATLAS pixel detector that is
described in more detail in Section 9.
4. Leading edge developments – detector requirements at
the LHC

The LHC presented a major challenge in developing practical
detectors. The high luminosity imposes a large event rate with
multiple interactions per bunch crossing and also makes radiation
damage a major issue. Furthermore, the large size of detectors with
the large number of channels requires a complex internal
infrastructure. Unlike many previous detectors where individual
subsystems could be assigned to individual institutions, the design
and fabrication had to be distributed to groups spread all over the
world. Budget constraints were also a major challenge. However,
detectors are now in operation and are largely meeting the design
requirements. Although this was in many respects a novel enter-
prise, it built on a wide range of previous developments, e.g. the
Superconducting Supercollider (SSC), which for the same physics
goals was planned for a higher energy (20 TeV center-of-mass) and
10% of the LHC luminosity, the CDF and D| detectors at Fermilab,
which gained extensive experience in dealing with the high
occupancy compared to lepton colliders, and other experiments
that developed complex detector and readout systems. Although
many LHC designs are designated as novel, they utilize well-
established principles, albeit sometimes in somewhat novel con-
figurations. Many physicists are highly specialized, so they had to
learn how to adopt techniques from other subsystems.

The following sections cannot cover all aspects of the readout
systems in the LHC detectors. It will emphasize the extreme
requirements imposed by the LHC’s high luminosity and pick
individual examples from ATLAS, CMS, LHCb, and ALICE to
illustrate the range of requirements and various solutions. In
the last sections the silicon strip and pixel detectors in ATLAS and
CMS will be discussed in more detail.

A general purpose detector includes vertexing, precision-
tracking in a magnetic field (2 T in ATLAS, 4 T in CMS), calorimetry
(electromagnetic plus hadronic), and muon detection. Fig. 5
shows an axial view of a simulated event.

4.1. Event rates and occupancy

The LHC is designed for a particle bunch crossing rate of
40 MHz, i.e. 25 ns between bunches. At a luminosity of
1034 cm�2 s�1 roughly 20 interactions will occur per bunch
crossing with a total number of about 1000 tracks. Overall this
leads to an event rate of about 109 s�1. Detectors must be capable
of separating the individual interactions and assigning the multi-
ple tracks accordingly. This also requires sufficient time resolu-
tion to separate events from different bunch crossings. It imposes
requirements on tracking systems, but also on calorimeters,
which must provide sufficient energy resolution together with
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position and time information to associate data with the correct
interactions.

The high hit rate can easily lead one to believe that very high
speed electronics are needed. However, maintaining the required
signal-to-noise ratio when reducing shaping times drives up the
required power. Segmentation, on the other hand, is much more
efficient, as subdividing the detector into many small elements
reduces the hit rate per element. For example, at r? ¼ 30 cm the hit
rate on a strip electrode of 50 mm width and 10 cm length, i.e. an
area of 5�10�2 cm2, is about 105 s�1. This corresponds to an
average time between hits of 10 ms, so longer shaping times than
implied by the overall event rate are allowable, which translates to
lower power for a given noise level. As discussed in Section 6, with
careful design the power requirements do not increase in highly
segmented detectors (for a more detailed discussion see Ref. [1]).

An additional problem is the large number of events per
crossing. Since the interaction region is spread out, vertex recon-
struction with the appropriate z-resolution can resolve individual
interactions. Again, segmentation helps. If a detector element is
sufficiently small, the probability of two tracks striking it within
one crossing can be negligible. Tracks from different crossings can
be separated if the electronics are capable of single-bunch time
resolution, that is 25 ns, and time-stamped data are stored.

The spatial density of hits is especially high at small radii.
Semiconductor detectors are well-matched to these requirements
and they are key components in all LHC experiments. Patterning the
sensor at the ‘‘ mm-scale’’ is straightforward and monolithically
integrated electronics can be mounted locally with on-chip multi-
plexing or sparsification to reduce the cable plant. The fast collection
times of semiconductor are very advantageous; achieving collection
times o25 ns with a 300 mm thick sensor is quite practical.

4.2. Signals and noise

The time resolution requirements drive front-end electronics
toward short shaping times. This increases the voltage noise
contribution, but – as explained below – reduces the sensitivity
to increased current noise due to radiation damage. Unlike many
previous detectors where shaping times were typically in the
200 ns to 1 ms range, the shaping times in LHC silicon tracking
systems are in the tens of ns range. Signal levels can degrade with
increasing radiation loads and in systems that are designed to
minimize power, the noise margins must be carefully chosen.
Another potential noise contribution that must be carefully
controlled is cross-talk from the readout to the sensor input. At
eþe� colliders the time between bunches was typically so large
that signal acquisition and data readout did not have to occur
simultaneously, so ‘‘common mode noise’’ was tolerated and
widely considered to be unavoidable. This was largely due to
basic design flaws and could be held at negligible levels.

Digital signal processing has become a practical solution for
many more applications because of the significant ongoing
improvements in fast digitizers and digital processing circuitry.
There are some detector subsystems in LHC where digital signal
processing is appropriate and advantageous (e.g. see LHCb and
ALICE), but this is not a general conclusion. Where integration of
sensors and electronics in a small volume is required, both circuit
area and power dissipation are crucial considerations. Further-
more, these are special purpose systems. The electronics are
specifically tailored to the sensor and application and do not
need to be modified during the course of the experiments
(the inevitable upgrades notwithstanding). Furthermore, for
many sensors simple analog filters provide results that are only
slightly inferior to the optimum filters that a DSP system would
allow, but they achieve this with much lower power.

4.3. Fast data readout

The interaction rate does not allow all data to be read out,
so trigger systems are used to apply filters that enhance the ratio of
desired events to background events and reduce the readout rate to
manageable levels. Power and material constraints limit the max-
imum readout rate, typically to about 105 s�1, so local event storage
is required in many systems to then read the full data upon receipt
of a trigger. Fig. 6 shows the ATLAS trigger system as an example.
Overall throughput is bounded at both the input, i.e. the data
transmission bandwidth from the detector, which is limited by
power considerations, and the output, limited by the storage media.
The intermediate rates are a compromise to match these two end
conditions, which means that the efficiency for desired events can
be severely compromised. Increasing the processing speed for
complex events can substantially increase the yield, as has been
implemented by CDF [13,14].

To reduce material in the data lines to the external readout
systems most LHC detector modules feed optical converters (PIN/
VCSEL arrays) and the data are sent serially at GHz rates by
optical fibers.

4.4. Radiation resistance

Radiation damage in both the sensors and the electronics will
affect overall performance. There are two sources of particles, the
interaction region and neutron albedo from the calorimeter.
Estimated fluences per year at design luminosity expressed in
equivalent 1 MeV neutrons are 5�1013 cm�2 at r¼10 cm and
2�1013 cm�2 at r¼30 cm. The corresponding ionizing doses are
30 kGy (3 Mrad) at 10 cm and 4 kGy (400 krad) at 30 cm. In
reality, complex maps are required of the radiation flux, which
is dependent on local material distribution. Fig. 7 shows the
hadron and neutron fluences over one year in the inner ATLAS
detector. At small radii the two are about equal, but at larger radii
the calorimeter albedo dominates.

A specially designed ‘‘BiCMOS’’ process that combined bipolar
and CMOS devices was developed for LHC applications. Its
radiation resistance proved to be adequate for most applications,
but the fabrication yields were poor. This led to increased effort in
testing ICs before fabricating detector modules. Pixel detectors in
the inner radii required higher radiation resistance and initial



Fig. 7. Hadron (top) and neutron (bottom) fluences over one year in the ATLAS

inner detector. The vertical scale ranges from 1012 to 1014 cm�2. Adapted from

Ref. [15].
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designs utilized special radiation-resistant fabrication processes.
However, these became prohibitively expensive just before going
into fabrication. Fortunately, developments in standard commer-
cial ‘‘deep submicron’’ CMOS process led to much reduced
radiation effects and circuits utilizing 0:25 mm feature size
achieved much improved radiation resistance with excellent
yields [31]. This was made possible by studies performed at CERN
that followed up on the potential advantages of thin gate oxides
that are inherent to the ‘‘deep submicron’’ processes. This also
illustrates how basic investigations not linked to specific experi-
ment projects can have a major effect on practical implementa-
tions. Immediate solutions are not always guaranteed, but
complex detectors build on a wide range of parameters and
experience, so basic detector research should be well supported
by funding agencies.

In the course of developing silicon detector systems many
unexpected problems arose and invariably solutions were found.
Key is the use of a highly developed technology, which provides
performance reserves and design flexibility. It is tempting to favor
a new technology because it appears to offer a ‘‘silver bullet’’
against one specific problem, but systems depend on the interplay
of many design considerations. For this reason many ‘‘advanced’’
technologies have fallen by the wayside. Often, existing technol-
ogies must simply be viewed from a different perspective with a
thorough understanding of the underlying physics and its appli-
cation, typically a major problem.

4.5. Technology, reliability, and cost

Although high event rates and radiation damage appear to be
the major challenges, the large size of the detector and the huge
number of readout channels increase the amount of matter
associated with the infrastructure, i.e. the cabling to provide
power to the individual detector modules and the required cool-
ing. The material in the power cabling can be reduced to some
degree, but if its resistance is too high, the power dissipated in the
cabling can be significant and furthermore failure of a module
within a group can increase the voltage to an unacceptable level
that makes the other modules fail.

Reducing the required power in the local readout electronics is
a major challenge. Since many portions of the detector are not
readily accessible and actually require major disassembly, relia-
bility is a major issue. Unlike many previous detectors where
somewhat immature designs were incorporated with the
assumption that flaws would be found and then repaired, the
large-scale subsystems in LHC detectors had to be thoroughly
tested before proceeding into mass production. Furthermore,
since production had to be distributed over multiple institutions,
often in various continents, specifications and production techni-
ques had to be well established to ensure uniform results.
Frequently, testing procedures focus only on expected problems,
but it is even more important to consider unexpected flaws and
‘‘reliable’’ components should not be ignored.

Finally, these detectors turned out to be some of the most
expensive ones ever made. Although some cost estimates only
include material, in reality one has to include effort. This is not
just a cost driver that should promote the development of
efficient designs, but a major constraint is that these systems
require considerable experience and understanding, and the
number of people up to this is limited. In this respect large
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collaborations are an advantage, as one can select competent
contributors from different institutions to form individual work-
ing groups. Since many participants are driven by specific experi-
ences and stereotypes, going beyond the perspective of a single
institution can be essential.
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5. LHC Detector configurations and subdetector signal sources

As noted above, not all interesting aspects of the different LHC
detectors can be presented. The following section provides an
overview of the types of subdetectors used in ATLAS, CMS, LHCb,
and ALICE to illustrate the various signal sources and some
different aspects of signal processing.

5.1. ATLAS

ATLAS [16] consists of a tracking system, enclosed in a 2 T
solenoid, electromagnetic and hadron calorimeters, and an exten-
sive muon detector with high position resolution.

The ATLAS tracking system consists of three parts, the silicon
pixel detector (5–12 cm radius), the semiconductor tracker (SCT,
30–51 cm radius) consisting of silicon strip detectors, and the
transition radiation tracker (TRT, 56–107 cm radius) as shown in
Fig. 8. In addition to the main barrel component, all three have
endcap components (e.g. disks in the semiconductor detectors)
that together extend tracking to a rapidity Z¼ 2:5. The semicon-
ductor detectors will be discussed in more detail in Sections 8 and 9.
The TRT utilizes 4 mm gaseous straw tubes of 144 cm length,
arranged parallel to the beam axis in the central region and arranged
radially with 37 cm length in the endcap regions. The number of
readout channels in the pixel detector is 80.4 million, in the SCT
6.3 million, and in the TRT about 350 000. Fig. 9 shows the material
distribution of the various infrastructure components.

The electromagnetic calorimeter is a liquid argon (LAr) ioniza-
tion chamber utilizing Pb absorbers. The electrodes are accordion
shaped to provide F symmetry without azimuthal cracks. Charge
velocity in liquid argon is low, so the required short signal pulses
are obtained by a combination of electrode geometry and special
pulse shaping, while still maintaining the signal resolution. This is
discussed in Section 6.4.

The hadron calorimeter is placed directly outside the EM
calorimeter. It is a sampling calorimeter using steel absorber
layers and scintillating polystyrene tiles as active material. The
scintillator tiles are read out by wavelength-shifting optical fibers,
which are coupled to photomultiplier tubes. The hadronic endcap
and forward calorimeters utilize liquid argon.

The muon system is often shown in photographs because of
the novel toroids that shape the magnetic field to optimize the
position resolution. Over most of the rapidity range the detectors
are rather conventional drift tubes. At large pseudorapidities,
multiwire proportional chambers with cathodes segmented into
strips provide the desired position resolution. Trigger information
is gained from an additional set of resistive plate chambers
covering Zo2:4, which provide bunch-crossing identification, pT

thresholds, and the muon coordinate orthogonal to that provided
by the precision-tracking chambers.

The Level 1 (L1) trigger is derived from the calorimeters and
muon detectors. This initiates readout of the tracking data, which
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is then used for higher trigger levels. Fig. 10 shows the Level
1 block diagram and Fig. 11 shows the processing blocks used to
derive the jet and cluster information used to derive the L1
trigger. Fig. 12 shows an example of how the information from
the ATLAS muon detectors is processed to contribute to the L1
trigger.

Overall, all of these detectors required careful readout designs,
but the most demanding designs are in the silicon pixel and
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strip detectors, and the ATLAS liquid Ar electromagnetic
calorimeter.

5.2. CMS

CMS [18] is also a general purpose detector. The CMS tracker is
all-silicon, consisting of a pixel system and a large strip detector
system covering about 210 m2. As shown in Fig. 13 the barrel
region includes three layers of pixel detectors and 10 layers of
silicon strip detectors. The CMS tracking system is enclosed in a
4 T solenoid. Fig. 14 shows the material distribution of the various
infrastructure components. A more detailed description will
follow in Section 8.

The EM calorimeter uses PbWO4 scintillators read out by
silicon avalanche photodiodes (APDs) in the barrel region and
vacuum phototriodes (VPTs) in the endcaps. The hadron calori-
meter utilizes brass/scintillator sampling, where the scintillation
light is extracted from the scintillator tiles by wavelength-shifting
fibers, which are coupled to clear fibers that couple to hybrid
photodiodes, which provide gain and can also operate in high
axial magnetic fields. For rapidities 3oZo5 a calorimeter using
iron/quartzfiber technology is used. The quartz fibers emit Cher-
enkov light that is measured by photomultipliers.

The muon detectors utilize three different types of gaseous
detectors. In the barrel region the muon rate is low and drift
chambers with rectangular drift tubes are used. Rates in the
endcaps are much higher and the magnetic field is large and non-
uniform, so cathode strip chambers with fast response times are
used. To deal with potentially increased background rates and
improve the accuracy in recording the beam crossing time,
resistive plate chambers are incorporated in both the barrel and
endcap regions. Operating in avalanche mode they have fast
response with good time resolution, but the barrel drift chambers
and endcap cathode strip chambers provide the required position
resolution.

The barrel chambers use custom integrated circuits with
charge-sensitive amplifiers providing a 100 O input impedance
in the range 5–200 MHz. Input protection has been implemented
to soak up the charge that can be released by multiple sparks
from the 470 pF capacitors that couple the 3.6 kV biased wires to
the preamp input. Fig. 15 shows the block diagram of the four-
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channel readout chip. Balanced LVDS output drivers are crucial in
suppressing digital cross-talk to the analog inputs.

The endcap cathode strip chambers use both anode and
cathode readouts The anode custom IC has 16 channels of
preamplifiers and 30 ns semi-Gaussian shapers with tail cancella-
tion to suppress the slow signal component due to positive ions
drifting away from the anode wires [19]. With 30 ns shaping the
observed signal contains about 12% of the total avalanche charge,
yielding an average of 130 fC, which together with the 1.4 fC noise
level yields a high signal-to-noise ratio. A constant-fraction
discriminator provides timing with less than 3 ns time walk.
The hit signals are fed to a digital processing board that uses an
FPGA to search for hit patterns among the multiple planes that are
consistent with tracks originating from the interaction region.

The cathode readout operates with a 100 ns shaping time,
also with tail cancellation, and stores the analog signals in a
switched capacitor array that feeds a 12-bit ADC. The analog
signal also feeds a comparator that together with its neighbors
can promptly identify a muon hit location to within one-half of a
strip width.

5.3. LHCb

LHCb [27] is dedicated to heavy flavor physics, aimed toward
indirect evidence of new physics in CP violation and rare decays.
Tracking is a key component together with short latency trigger-
ing capable of efficient event selection. In order to measure track
coordinates close to the interaction the vertex detectors are
arranged as circular disks that are split into two halves so that
the detectors can be retracted during beam injection. A subset of
the vertex detector layers is shown in Fig. 16.

The front-end architecture is designed for a first level trigger
rate up to 1 MHz, an order of magnitude higher than ATLAS or
CMS. The front-end configuration is shown in Fig. 17. Detector
signals are sampled at a 40 MHz rate and stored in 4 ms deep
pipeline memories while the first level trigger selection is made.
For a more detailed description and further references see Ref.
[27]. Radiation damage levels are similar to those in the pixel
detectors of ATLAS and CMS.

The VELO front-end IC (‘‘Beetle’’ chip) fabricated in 0:25 mm
CMOS [28] consists of a charge-sensitive amplifier with subse-
quent gain stages that yield an output pulse with about 20 ns
peaking time. Note that since signals are synchronized with the
beam crossing frequency, sampling these signals at a 40 MHz
rate yields the correct amplitudes. Random pulses would require
a much faster sampling rate. A 160-stage analog pipeline
provides the 4 ms latency time. Analog signals are sent to the
external readout system where the signals are digitized and
preprocessed, i.e. applying zero-suppression, pedestal subtrac-
tion, cross-talk removal, channel reordering, common mode
suppression, and reordering. Zero-suppressed data are sent to
the trigger system.

Downstream from the vertex detector, silicon strip detectors
provide tracking information. The detector layers are subdivided
into readout sectors depending on the event rate, but also aimed
at minimizing the number of readout channels, as this is a major
cost component.

The outer tracker utilizes gaseous straw-tube modules. Each
drift-tube has an inner diameter of 4.9 mm. Custom eight-channel
front-end chips include the complete analog chain with a thresh-
old discriminator. Utilizing the DMILL process, the bipolar tran-
sistor front-end yields a peaking time of 7–8 ns. An additional IC
utilizing the 0:25 mm CMOS process feeds the signals from four
front-end ICs to 32 time digitizers, which use 64 time-delay
stages to yield about 400 ps time resolution.

Particle identification is derived from RICH detectors. The
upstream detector RICH1 covers the low-momentum particle
range 1–60 GeV/c using aerogel and C4F10 radiators. The down-
stream detector covers higher momenta from 15 to 4100 GeV=c

using a CF4 radiator. Hybrid photon detectors are used to detect
the Cherenkov photons in the wavelength range 200–600 nm.
These detectors provide internal gain by accelerating the photo-
electrons emitted from the photocathode to energies of
10–20 keV and detecting them in a silicon 1024-pixel hybrid
array, which provides both position resolution and reduced noise
levels that improve optical sensitivity. This is a concept that has
existed for some time, but actually bringing it to practical use is



Fig. 15. Block diagram of the CMS drift-tube muon chamber readout IC [18].

Fig. 16. Half-disks with front-end electronics used in the LHCb VELO vertex

detector [29].

Fig. 17. LHCb front-end architecture to enable fast Level 1 triggering. Adapted

from Ref. [27].
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another important accomplishment brought about by large detec-
tor projects.

The electromagnetic and hadron calorimeters both use scin-
tillators coupled through wavelength-shifting fibers to photo-
tubes. The signals are shaped prior to digitization sampled at
40 MHz with 12-bit flash ADCs. Fig. 18 shows the traditional form
of PMT pulse shaping using delay-line clipping both at the PMT
anode and the preamplifier input. The input buffer amplifier and
charge integrator are implemented in 0:8 mm BiCMOS.

The muon system consists of five rectangular units along
the beam axis covering a total area of 435 m2. The detectors
are multi-wire proportional chambers with electronics designed
to maintain 5 ns time resolution. Custom designed ICs are used
for the readout, enclosed in standard packages that allow
conventional PC boards that are plugged directly onto the
chambers (Fig. 19). The front-end chips each have eight channels
of front-end current amplifiers with 50 O input impedance,
and discriminators with individually adjustable thresholds. Two
front-end chips feed a data pre-processing chip that performs



Fig. 20. Arrangement of the ALICE Si-strip readout [30]. The detector modules

combine sensors and front-end chips in the active volume. The endcap is located

at the end of the detector ladders and the FEROM is located outside the magnet.

Fig. 19. Top and bottom views of the LHCb muon readout boards [27]. The two

front-end chips are shown on the left and the data pre-processing chip on the

bottom side of the right.
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the logical OR of corresponding pads in the two layers of a
chamber and also includes individual 1.6 ns delay adjustments
to match timing between channels. Individual channels can also
be masked.
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5.4. ALICE

ALICE [30] is a heavy-ion detector. It will run at lower
luminosity and have a lower event rate than the other detectors
(104 s�1 for Pb–Pb collisions), but with a much higher multiplicity
per collision. ALICE design targeted dN=dZ¼ 4000 while evaluat-
ing performance at twice the multiplicity. The radiation dose is
moderate (o3 kGy) and together with the lower event rate it
allows slow and rather conventional detectors. However, seg-
mentation must be high to distinguish the large number of
simultaneous tracks from one another. Furthermore, particle
identification is essential, so multiple techniques are used:
dE/dx, time of flight (TOF), transition and Cherenkov radiation,
EM calorimetry, muon filters, and topological decay reconstruction.
For a detailed description and further references see Ref. [30].

The central portion of the detector is enclosed in a solenoid
magnet, which includes six planes of Si pixel (SPD), drift (SDD),
and strip (SSD) detectors, a cylindrical time projection chamber
(TPC), three particle identification arrays using time-of-flight
(TOF), ring imaging Cherenkov detectors (HMPID), transition
radiation detectors (TRD), and two electromagnetic calorimeters
(PHOS and EMCal). All detectors except HMPID, PHOS, and EMCAL
cover the full azimuth. In addition, a forward arm covering angles
2–9 degrees includes absorbers, a large dipole magnet, and 14
planes of tracking and triggering chambers. A scintillator array at
the top of the magnet is used to trigger on cosmic rays.

Si pixel detectors form the innermost two tracking layers
(3.9 and 7.6 cm radius) with about 9.8 million channels. The
following two layers use silicon drift detectors (15.0 and 13.9 cm
radius) with about 133 000 channels, and the outer two silicon
layers (38 and 43 cm radius) are double-sided strip detectors with
2.6 million channels. Maximum occupancies are 2.1% in the pixel
layers, 2.5% in the silicon drift layers, and 4% in the silicon strip
layers. The maximum radiation dose is 270 krad (2.7 kGy),
imposed on the inner pixel layers.

The pixel detectors are bump-bonded hybrids with a binary
readout. The readout ICs are fabricated using the IBM 0:25 mm
CMOS process [20,21], as used for the ATLAS pixels and the CMS
pixel and strip systems. Data are transmitted to the off-detector
readout electronics by optical fibers.

The silicon drift detector front-end chips combine preampli-
fiers, pulse shapers with a 40 ns peaking time, analog storage
pipelines, and a set of 10-bit successive approximation ADCs that
digitize the data in time windows identified by the trigger
[22–24]. Additional chips perform digital processing and data
compression before data are sent from the detector.
Fig. 20 shows the readout arrangement for the Si strip
detectors. The front-end chip mounted on the detector module
includes 128 channels consisting of preamplifiers that can accept
both positive and negative input charge, pulse shapers with
adjustable 1:422:4 ms shaping times, and peak detectors that
sample and hold the peak amplitude, which is transferred
through a multiplexer to the output line. The endcap chips
perform control functions and also include analog drivers to send
the signal to the FEROM outside the magnet, where the signals are
digitized and then sent to the off-detector electronics.

The TPC is the major tracking device, providing three-dimen-
sional track reconstruction and dE/dx resolution better than 5–7%.
Its endplates are rather conventional multi-wire proportional
chambers with cathode pad readout. The wire geometry and
pad size are modified between the inner and outer radii to adapt
to the track density. The signals are read out by custom ICs that
for each channel include a charge-sensitive amplifier and
preshaper. The output feeds a second chip with 10 bit 25 MHz
ADCs running at a lower sampling rate as indicated in Fig. 21,
which reduces power consumption. Integrated with the ADCs are
digital pulse processors that perform tail cancellation, pedestal
subtraction, zero-suppression, and baseline restoration. Fig. 21
shows the block diagram of the complete readout.

The transition radiation detector is sensitive to electrons with
momenta 41 GeV=c. Together with the specific energy loss in an
appropriate gas mixture the transition radiation can be used to
reject pions and provide electron identification. It is part of the
Level 1 trigger. Subdivided into 6 cm2 pads, the maximum
occupancy is 34% for the simulated multiplicity density of
dN=dZ¼ 8000. The detector elements consist of a sandwich



Fig. 22. TRD pulse shapes for electrons and pions [30].
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radiator of 48 mm thickness, a 30 mm drift section, and a multi-
wire proportional chamber with pad readout. Ionizing radiation
releases electrons in the counting gas, but particles exceeding the
transition radiation threshold produce X-ray photons with ener-
gies of 1–30 keV. Electrons can be distinguished from pions by
analyzing the pulse shape as shown in Fig. 22. A charge-sensitive
amplifier plus pre-shaper with 120 ns shaping time feeds the
signal into a 10 bit ADC with a 10 MHz sampling rate. Digital
signal processing separates the different pulse shapes.

The time-of-flight is measured with a large-coverage detector
with more than 105 independent channels to keep the occupancy
below 15%. This is achieved with a multi-gap resistive plate
chamber. This is not a drift chamber, so the time jitter is
dominated by fluctuations in the formation of the avalanche
and the pulse shape is better suited for timing. Initial tests were
done with commercial readout chips, but the final design uses
custom 0:25 mm CMOS ICs with substantially lower power
dissipation (40 mW per channel).

Photons spanning the range from thermal to QCD processes
and neutral mesons are measured in a rather small, but highly
segmented PbWO4 scintillation calorimeter. A set of multiwire
chambers in front of the EM calorimeter are used to veto charged
particles. An additional EM calorimeter (EMCal), a Pb-scintillator
sampling system, will measure jet rates and fragmentation func-
tions in connection with tracking data.

A forward muon spectrometer is designed to measure the
production of heavy-quark resonances with sufficient mass resolution
to separate all states. It consists of a composite absorber (� 10l)
made of layers of high- and low-Z materials within a 3 T magnet. Ten
planes of thin and high-granularity cathode-strip tracking stations are
used to reconstruct the tracks. A second muon filter consisting of
about 7l of iron with a subsequent four planes of resistive plate
chambers is used for muon identification and triggering.

Two sets of 12 Cherenkov detectors utilizing fine mesh photo-
multipliers with fused silicon radiators measure the event time to a
precision of 25 ps. A number of small and specialized detectors are
used for triggering. Each pixel chip provides a digital pulse when at
least one pixel is hit. These outputs are transmitted every 100 ns on
120 optical links. Two-way optical splitters allow the simultaneous
transmission of trigger and readout data in the optical fiber links.
Two arrays of segmented scintillators are used for the minimum
bias trigger. Forward charged particle multiplicity detectors at
�3:4oZo�1:7 and 1:7oZo5 using silicon strip detectors and
photon multiplicity detectors at 2:3oZo3:7 using scintillators
with quartz fiber outputs provide additional trigger information.
Two sets of compact calorimeters provide the impact parameter
trigger using scintillators with embedded quartz fibers for the signal
transfer. The scintillator array at the top of the detector is used for
calibration and alignment tests using cosmic rays.

The ALICE trigger operates at several levels to utilize the
timing properties of various detectors. A pretrigger activates
the TRD at about 900 ns after each interaction. Subsequently,
the L0 and L1 reduce the event rate after 1.2 and 6:5 ms,
respectively. The final L2 trigger is issued after about 100 ms, to
incorporate the maximum drift time of the TPC.
6. Front-end configurations

6.1. Performance specifications

6.1.1. Electronic noise

The electronic noise charge has two contributions, the first due
to current noise, which increases with integration time, i.e. the
pulse area, and the second due to voltage noise, which translates
to charge through the total passive input capacitance C and
increases with the bandwidth of the shaper, so it increases
with decreasing shaping time, i.e. higher frequency Fourier
components. The equivalent noise charge

Q2
n ¼ i2nFiTSþe2

nFv
C2

TS
þFvf Af C2 ð4Þ

where TS is a characteristic time parameter, e.g. the peaking time
of a pseudo-Gaussian pulse. The parameters Fi and Fv are
determined by the pulse shape:

Fi ¼
1

2TS

Z 1
�1

½WðtÞ�2 dt ð5Þ

and

Fv ¼
TS

2

Z 1
�1

dWðtÞ

dt

� �2

dt: ð6Þ

Since both parameters are normalized to TS, its definition is
somewhat arbitrary, but it must perform the proper scaling for
both current and voltage noise, so it must characterize both the
pulse area and the derivatives, i.e. the rise and fall times.

The third term is the contribution of ‘‘1/f’’ noise. Typically an
equivalent voltage source, its contribution increases with the total
capacitance at the input, but is independent of TS, as the total
contribution of a 1/f noise spectrum is determined by the ratio of
the upper to lower cutoff frequency, rather than the bandwidth.
For a given shaper configuration this ratio is independent of
shaping time. The ‘‘1/f’’ contribution is typically significant at the
optimum shaping time, where the current and voltage contribu-
tions are equal. However, when fast timing and increased shot
noise due to radiation damage are important, the selected shaping
time is usually smaller, so the voltage noise dominates. Then the
‘‘1/f’’ noise contribution is usually negligible, as the components
add in quadrature. It should also be noted that low-frequency
noise often does not have a 1/f frequency dependence, but can
have multiple components with a frequency dependence
dPn=df ¼ 1=f a, where a is in the range 0.5–2 (see Ref. [1]).

The first two noise contributions are often called ‘‘parallel’’ and
‘‘series’’ noise, but viewing them in terms of physics quantities as
noise current and voltage indicates their behavior. Current noise
is due to statistical fluctuations in current flow, so the absolute
fluctuations in charge increase with integration time, whereas
voltage noise behaves like thermal noise, so its contribution
increases with bandwidth and translates to charge through
the total capacitance at the input. For a more detailed discussion
see Ref. [1].
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Fig. 23. Block diagram of a charge-sensitive amplifier feeding gain/shaping stages and a threshold discriminator.
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Minimizing noise under conflicting conditions involves a care-
ful choice of shaping times. Radiation damage increases the
detector leakage current, so reducing the shaping time will reduce
its contribution. For a given peaking time, a symmetrical pulse
yields a smaller current noise contribution, as the area will be
smaller for a given slope, so multiple integrators are desirable.
However, as will be shown below, this does not have to increase
circuit complexity. Although short shaping times reduce the
sensitivity to current noise, they increase the voltage noise
contribution, as this increases the frequency range. The noise
current typically originates from the detector leakage current, the
base current of a bipolar input transistor, and the resistor
shunting the feedback capacitor in the charge-sensitive amplifier.
Both the detector leakage current and the base current are
sensitive to radiation damage. The origin of the voltage noise is
typically the preamplifier’s input transistor, so if its operating
point changes with radiation damage, the overall noise will also
be affected.

Although short shaping times reduce sensitivity to current
noise and improve time resolution, which can be quite desirable,
if the peaking time is less than the width of the signal current
pulse from the detector, part of the signal will be lost (‘‘ballistic
deficit’’). If the overall peaking time of the electronics is compar-
able to the width of the signal pulse from the detector, a change in
peaking time will change the charge response. Alternatively, if the
detector pulse width is reduced by increasing the detector bias,
the measured signal can increase, although the same charge was
deposited in the detector.

Since the relative noise contributions depend on the shaper
parameters Fi, Fv, and TS (when ‘‘1/f’’ noise is negligible), all three
must be specified to characterize a pulse shaper. In circuits
designed to reduce power dissipation, the shaping times typically
depend in part on the bandwidth of the preamplifier, which in
turn depends on the load presented by the detector. Thus, simply
specifying the noise level alone for a given configuration will not
necessarily predict the results for another configuration. Further-
more, to assess the effects of radiation damage, the individual
noise contributions must be analyzed. Since changes in detector
parameters or electronic operating points can affect all three
shaper parameters Fi, Fv, and TS, they should be characterized for
various detector capacitances and electronics operating points. It
is also important to verify amplifier stability, as ‘‘ringing’’ in the
preamplifier can affect the signal’s peak amplitude at the shaper
output.
6.1.2. Input impedance

Controlling the input impedance is critical when an amplifier
receives signals through a long cable and reflections are to be
minimized. However, in strip and pixel detectors the preamplifier
input impedance is also important, as it sets the cross-talk
between adjacent electrodes. To capture the bulk of the signal
charge in the target channel, the amplifier’s input impedance
must be small compared to the impedance presented by the inter-
electrode capacitance Css. This impedance 1=oCss depends on the
range of frequencies at which the signal amplitude is measured,
i.e. the shaping time.

At low frequencies, where the amplifier’s open-loop phase
shift is 1801, the input impedance of a charge-sensitive amplifier
utilizing capacitive shunt feedback is capacitive. However, the
open-loop corner frequency where the gain begins to roll off and
introduces a 901 phase shift is typically well below the passband
set by the shaper, approximately centered at the inverse peaking
time. There the input impedance levels off and is resistive (phase
shift 01). See Fig. 23 for the amplifier configuration and Ref. [26]
for a more detailed discussion. The value of the resistive input
impedance

Zi ¼
1

o0Cf
ð7Þ

depends on the feedback capacitance Cf and the amplifier’s unity
gain frequency o0, extrapolated from the frequency regime
where the gain falls off linearly with frequency.

Cross-coupling between strips also introduces additional noise
from the neighbors (see Ref. [1] for a more detailed discussion).
Although purely capacitive cross-coupling between strips is often
assumed, after radiation damage the interstrip impedance can
also have a resistive component. Charge buildup at the surface
between strips can introduce states with a lifetime and this will
introduce a lossy (ohmic) component at frequencies depending on
the lifetime. Again, the key frequencies are determined by the
peaking time, so the interstrip impedance should be measured
as a function of frequency to verify that capacitive coupling
dominates.

Although some parameters can be derived in situ and some
papers show the pulse shape, which can be used to estimate Fi

and Fv, it would be better to specify these parameters directly,
since they are easy to extract from the circuit simulations. A plot
of the input impedance magnitude and phase vs. frequency
should be included, showing both the simulation and measure-
ment results. The relevant frequency range can be derived from
the pulse shape, but showing the front-end’s overall frequency
response would also be useful.

In strip and pixel detectors the input impedance at the peaking
frequency is critical. The low-frequency gain (kHz range) deter-
mines baseline stability, but not the input impedance in the
shaper passband. The magnitude and phase of the input impe-
dance should be measured as a function of frequency.



1 The above expression is often derived from the energy stored in a capacitor.

However, this energy will be returned when the capacitor is discharged, so after

the leading and trailing edges of a pulse the net energy is zero. In reality, the

power is dissipated by the charge and discharge current flow in the circuit’s series

resistance (see Ref. [1]). This is one of many examples where the wrong physics

yields a correct result – until one digs deeper.
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A consistency check is provided by the measured open-loop gain
and phase of the preamplifier vs. frequency. The measured data
should be compared with simulations.

6.2. Charge-sensitive front-ends and shapers

Fig. 23 illustrates a charge-sensitive front-end. This example
shows a binary readout, but the considerations in optimizing the
preceding gain stages also apply to analog readouts. In the
‘‘standard’’ configuration the charge-sensitive preamp and the
shaper are viewed as separate functions, i.e. the preamp output
has a risetime that is much smaller than the peaking time at the
shaper output and the decay time of the preamp output signal is
much longer than the shaped pulse. However, for fast peaking
times and where power consumption must be minimized, the
preamp and shaper functions can be combined. As noted above,
reducing the rise time increases the voltage noise contribution,
so the rise time is chosen to just meet the timing requirements.
The current noise contribution increases with the area of the
shaped pulse, so increasing the symmetry of the shaped output is
desirable. This is achieved by multiple integrators.

In the overall pulse shaping the decay time is set by the
discharge time constant of the preamplifier feedback capacitor
td ¼ RFCF . The rise time at the shaper output results from the
bandwidths of the preamplifier and the two subsequent gain
stages. The gain stages are necessary to provide sufficient gain so
that the threshold voltage at the comparator is sufficiently high to
provide good channel-to-channel and chip-to-chip uniformity.
Since the gain stages are necessary, utilizing them as pulse
shapers does not increase the power requirements.

Since the first two stages are single-ended to reduce power
consumption, substantial circuit complexity would be necessary
to maintain DC stability, so AC coupling is introduced at the input
of the third stage. From here on the circuitry is differential. The
third stage is still single-ended, but it is replicated as a dummy
amplifier to bias the second input of the differential comparator.
The dummy amplifier is to be included in each individual channel
to obtain optimal parameter tracking under radiation damage,
and also to maintain a parallel architecture and reduce single-
point failure modes. The threshold level is applied differentially to
exploit device tracking during irradiation. In modern designs this
is digitally controlled by a digital-to-analog converter (DAC). The
calibration circuitry (test input) provides a means to monitor the
gain. Similar principles have been applied to bipolar transistor
and CMOS circuitry. Maintaining threshold matching under irra-
diation is a challenge, so it is sometimes necessary employ trim
DACs on each channel to correct the master threshold level
channel-by-channel, as shown below in the ATLAS silicon pixel
and strip readouts.

In analyzing the effect of changing detector parameters on the
front-end performance, differences in capacitance do not only
affect the translation of noise voltage into noise charge. In a low-
power design they can also affect the shaping time parameters,
which can further contribute changes in noise and also affect the
sensitivity to radiation damage. That is why specifying the shaper
parameters is necessary to identify which system parameters
contribute most to the effects of radiation damage.

6.3. Low-power front-ends

The second term in Eq. (4) is the noise voltage contribution,
which is inversely proportional to shaping time, but also depends
on a detector parameter, namely the capacitance. The spectral
noise voltage density en is typically dominated by the noise of the
amplifier input transistor. Reducing the spectral noise voltage
density of the transistor requires an increase in current. Under
optimum scaling the power in the input stage increases with
(S/N)2, e.g. if the signal is reduced to 1/2, maintaining the signal-
to-noise ratio requires at least a four-fold increase in power. For a
more detailed discussion see Ref. [1].

Assume that the voltage noise dominates and radiation
damage has reduced the signal level to Srad/S0. Then reducing
two parameters can reduce the noise, i.e. the amplifier’s spectral
noise density en or the detector capacitance C. Reducing en

requires that for a given detector capacitance the power in the
input transistor would have to be increased by (S0/Srad)2. On the
other hand, reducing the capacitance, e.g. the length of strip
electrodes, can reduce the noise proportionally. However, redu-
cing the strip length by Srad/S0 increases the number of readout
channels by S0/Srad, so to maintain S/N for 1/2 of the signal level,
the input stage contributions increase 2-fold, rather than 4-fold if
the strip length is kept constant and the input stage power is
increased. Generally, increasing segmentation is the efficient path
toward reducing power with increased radiation damage, as
reducing the pixel or strip area also reduces the detector’s current
noise contribution.

However, front-end power is not determined by the analog
circuitry alone. The digital circuit blocks can also contribute
significantly. Digital power scales with the logic levels, i.e. the
digital supply voltage VDD and the clock frequency f:

PdigpV2
DD � f ð8Þ

so the reduced supply voltage associated with smaller CMOS feature
sizes is advantageous.1 However, increasing the readout speed, i.e.
the clock frequency, increases the power proportionally.

Reducing strip length L reduces the power in the input stage,
but increasing the number of chips increases the digital power
contribution. The total power for Nstrip readout channels with an
analog power of P0analog per unit length and a digital power per
channel Pdig is

Ptot ¼NstripðP
0
analogL2þPdigÞ: ð9Þ

The number of strips for a total detector area A with a strip length
L and pitch p is Nstrip¼A/pL, so the total power per unit area

Ptot

A
¼

1

p
P0analogLþ

Pdigital

L

� �
: ð10Þ

Fig. 24 shows the total power per m2 vs. strip length for digital
power levels of 0.1 to 1 mW. For comparison, the total power per
channel of the ATLAS SCT ABCD chip is about 3 mW and the
digital power consumption is 1.1 mW per channel at a 40 MHz
clock frequency and VDD¼4 V [32]. The assumed analog power in
Fig. 24 is 0.2 mW for 10 cm strip length, as obtained by a recent
SiGe design that meets sLHC requirements [33]. The total power
rises rapidly for strip lengths below 3 cm, dominated by the
digital power.

It is essential to streamline the digital circuitry to reduce its
contribution by analyzing the contributions of individual circuit
blocks. Unfortunately, a common assumption is that the digital
power is negligible, often exacerbated by simulations that under-
estimate digital power. Complex circuits often require simplifying
the simulation by subdividing the system into circuit blocks that
don’t include the actual circuitry, but provide the proper response
to various actuations. This can be done, but the characteristics of
the circuit blocks must be assessed correctly (and should be
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Fig. 25. Detector current pulse and the shaper output of the ATLAS LAr front-end

electronics [35].

Fig. 26. Block diagram of the ATLAS LAr calorimeter front-end electronics [35].

Fig. 27. Top layer of the ATLAS LAr front-end board combining the low-noise

front-end electronics with digital readout circuitry [35].
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experimentally verified) for all operating conditions. Simulations
don’t always give the right answers.

6.4. Current sensitive front-ends (ATLAS liquid Ar calorimeter)

Most detectors designed for high energy resolution utilize
charge-sensitive preamplifiers, but the ATLAS LAr calorimeter is
subject to constraints that require a special front-end [34,35] .
Carrier mobility in liquid Ar is rather small, so the individual cells
in the ATLAS EM calorimeter have small electrode spacings to
allow high event rates. Thus the rise time is a few ns and the pulse
then decays over the maximum drift time in the LAr gaps of about
400 ns. This corresponds to a current of about 223 mA=GeV, so the
preamplifier must operate at input currents in the range of nA to
mA. The calorimeter requires rather long cables connecting the
electrodes to the cryostat feedthrough, so in the barrel the
preamp is a current-sensitive transimpedance amplifier with an
input impedance of 50 O to match the transmission line impe-
dance. The amplifier gain is 3000 V/A. The forward systems have a
higher detector capacitance, so the impedance is 25 O and the
gain is 500–1000.

As in many cases, alternative solutions can also provide
acceptable results. The hadronic endcap (HEC) utilizes cryogenic
preamps mounted directly in LAr.

To avoid pileup a shorter pulse is required than the detector’s
400 ns collection time, so a CR-(RC)2 shaper with a 13 ns time
constant is used. The CR ‘‘differentiator’’ reduces the pulse width
and the two ‘‘integrators’’ reduce the bandwidth, which reduces
the voltage noise. This degrades the electronic noise by only about
10% relative to an ‘‘ideal’’ filter. The convolution of the detector
pulse and the shaping filter yields a peaking time of about 50 ns
and a 20% undershoot that extends to about 600 ns. Fig. 25 shows
the detector current pulse and the shaper output.

The preamp output is fed to three paralleled shapers with
different gains to span the required dynamic range (Fig. 26). The
gain ratio of a higher-to-lower gain is 10. The output signals are
then sampled at 40 MHz by 144-cell switched capacitor arrays,
which record the analog signals and store them during the L1
trigger latency. The preamplifiers use discrete components and
the switched capacitor arrays combine 16 pipeline channels in
custom ICs using the DMILL process. The remaining circuitry
uses commercial ICs. Fig. 27 shows the combined analog-digital
board.
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7. Radiation resistance

7.1. Sensors

As noted in the discussion of electronic noise, displacement
damage in the sensor leads to an increase in leakage current

IR ¼ I0þaFAd ð11Þ

which in the electronics increases the shot noise

Q2
ni ¼ 2eIdFiTS: ð12Þ

The leakage current drops exponentially with temperature

IRðTÞpT2e�E=2kT ð13Þ

so even moderate reductions in temperature bring a significant
improvement.

The electronic shot noise can be reduced by choosing short
shaping times. Furthermore, reducing the area of a detector
element reduces the leakage current per channel, so the shot
noise is also smaller. Again, segmentation is advantageous.

The second major effect of displacement damage is an increase
in the required operating voltage because of space charge
buildup. The formation of defects that capture electrons leads to
a relatively uniform distribution of negative space charge in the
active region. At a certain fluence in an n-type substrate the
negative space charge buildup compensates the positive space
charge from the dopant core nuclei in the depleted region, so a
reduced bias voltage will yield full charge collection. However, at
high damage levels, typically at fluences beyond the 1013 cm�2

range, the damage space charge dominates. Without applying
sufficient voltage to override the field due to the space charge,
charge collection efficiency is reduced. Note that the bias polarity
is no longer set by the original doping, since the force of the fixed
charge can be overcome by an electric field in either direction, but
in practice the pre-radiation polarity is maintained. The space
charge buildup requires that detectors that initially may have had
full charge collection with tens of volts need bias levels of
hundreds of volts.

The electrical activity of the radiation defects is subject to both
annealing and anti-annealing, where the latter tends to dominate
and increases with temperature. As a result, silicon detectors are
cooled to temperatures around �5 1C, which reduces the required
bias voltage and also the leakage current. At high fluences as
encountered in the pixel detectors, the bias voltages can be
maintained at reliable levels by thinning the sensor. Furthermore,
operation can continue below full charge collection by using an
n-type signal electrode, which attracts electrons that will induce
the most signal charge when moving near the signal electrode.
This does reduce the signal and requires lower noise to maintain
the required signal-to-noise ratio. Again, segmentation helps, as
the decreased area of a detector element reduces the capacitance
and the achievable noise level.

Cooling the semiconductor detectors is crucial for a further
reason. The power dissipated in the sensor due to the leakage
current together with the bias voltage leads to self-heating of the
detector. Unless the sensor is cooled adequately, the increased
power dissipation increases the temperature, which increases the
bias current exponentially and leads to thermal runaway [25].

7.2. Electronics

In the electronic circuitry the key changes due to radiation
damage are in the active devices. In MOSFETs charge buildup in
the gate oxide changes the threshold voltage in digital systems
and shifts the operating points in analog circuits. This is primarily
due to ionization damage, i.e. charged particles or photons with
keV energies and greater. In digital circuitry this is especially
critical, as it can change switching thresholds beyond a usable
range. In analog circuitry operating points can be adjusted to
compensate. For example, the noise level of the input stage is
critically linked to the transconductance (output signal current vs.
input voltage), which depends on the operating current. In many
circuits the degradation in noise with radiation damage is due to
the reduction in operating current. If the circuit is configured
to shift the gate voltage to maintain the operating current,
the radiation resistance is greatly improved (see Ref. [1]). In
bipolar transistors the increase in base current with displacement
damage also adds to the noise.

Digital circuitry is most susceptible to radiation damage. The
major problem is the shift in switching thresholds, which initially
leads to random switching and then to complete failure. Single
event upset is another problem, where the triggering of a single
transistor can lock up a digital circuit. The small feature sizes in
the digital circuitry of modern ICs exacerbate this problem, as the
charge required to change the gate voltage is very small, so a
fraction of the energy deposition from a single particle may be
enough.

The probability of single event upset can be reduced by special
radiation hard IC fabrication processes, as promoted by the
military. However, single event upset is not critical in all digital
stages, so in conventional commercial processes additional radia-
tion resistance can be achieved by carefully analyzing the digital
circuitry and implementing redundancy at critical stages, i.e.
requiring that two or more parallel circuits give the same result.
The probability of both being subject to simultaneous single event
upset is much smaller. An example of this scheme is described in
Section 9.1.

Overall, the ability to achieve high radiation resistance with
standard commercial processes is a major contribution to detec-
tor electronics in high-luminosity experiments. Unlike special
radiation-resistant processes they are readily available and less
expensive (although cost is still an issue). Furthermore, the
processes used in large-scale commercial production are much
better controlled and provide high yields.
8. Examples with extreme requirements I: silicon trackers

The LHC poses unprecedented challenges to detector designers.
Work on suitable detector concepts began in the 1980s, culminat-
ing in final assembly in 2005–2007. A worldwide detector R&D
program was necessary to develop the concepts and technologies,
especially in the areas of sensors, microelectronics, and radiation
effects. The results of this ongoing work also flowed into preced-
ing experiments such as CDF, D|, BaBar, and Belle. The next two
sections are adapted from Ref. [1], which also discusses more
underlying instrument physics.

Key LHC parameters include colliding proton beams of 7 TeV
on 7 TeV to provide 14 TeV center-of-mass energy at a luminosity
of 1034 cm�2 s�1. For comparison, the SSC planned 10 TeV on
10 TeV; the higher energy allowed a ten-fold lower luminosity
of 1033 cm�2 s�1 for essentially the same physics goals. The
higher luminosity at the LHC increases the backgrounds and the
radiation damage that the detectors must cope with.

The LHC bunch crossing frequency is 40 MHz with an average
of about 20 interactions per bunch crossing and about 150
charged particles per unit of pseudo-rapidity Z¼�logtanðY=2Þ,
where Y is the angle relative to the beam axis. Thus, the
hit rate

n0 ¼
2� 109

r2
?

ðcm�2 s�1Þ ð14Þ
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where r? is the distance from beam axis. In a detector that
subtends 72:5 units of rapidity, the total hit rate is 3� 1010 s�1.
At r? ¼ 14 cm the rate is about 107 s�1 cm�2. This radial depen-
dence is modified in the presence of a magnetic field.

8.1. Coping with high rates

As already noted above, the high hit rate can easily lead one to
believe that very high speed electronics are needed. However,
maintaining the required signal-to-noise ratio at fast shaping
times drives up the required power. Segmentation, on the other
hand, is much more efficient, as subdividing the detector into
many small elements reduces the hit rate per element. For
example, at r? ¼ 30 cm the hit rate on a strip electrode of
50 mm width and 10 cm length, i.e. an area of 5�10�2 cm2, is
about 105 s�1. This corresponds to an average time between hits
of 10 ms, so longer shaping times are allowable, which translates
to lower power for given noise level. As explained in Ref. [1], with
careful design the power requirements do not increase signifi-
cantly in highly segmented detectors.

An additional problem is the large number of events per
crossing. As the interaction region is spread out, vertex recon-
struction with the appropriate z-resolution can resolve individual
interactions. Again, segmentation helps. If a detector element is
sufficiently small, the probability of two tracks striking it within
one crossing is negligible. Tracks from different crossings can be
separated if the electronics are capable of single-bunch time
resolution, that is 25 ns, and time-stamped data are stored.

Semiconductor detectors are well-matched to these require-
ments and they are key components in all LHC experiments. Note
that in the early days of the SSC, the widespread opinion was that
semiconductor trackers could not be practical, even though sound
arguments based on both physics and technology in support of
these systems existed. Patterning the sensor at the ‘‘mm-scale’’ is
straightforward and monolithically integrated electronics can be
mounted locally with on-chip multiplexing or sparsification to
reduce the cable plant. The fast collection times of semiconductor
detectors are very advantageous; achieving collection times
o25 ns with a 300 mm thick sensor is quite practical.

8.2. Radiation damage

The high rates bring another problem with them; radiation
damage, both in the sensors and the electronics. There are two
sources of particles, beam collisions and neutron albedo from
calorimeter, as was shown above in Fig. 7. Estimated fluences per
year at design luminosity expressed in equivalent 1 MeV neutrons
are 5� 1013 cm�2 at r¼10 cm and 2� 1013 cm�2 at r¼30 cm. The
corresponding ionizing doses are 30 kGy (3 Mrad) at 10 cm and
4 kGy (400 krad) at 30 cm. In reality, complex maps are required
of the radiation flux, which is dependent on local material
distribution (see examples in the ATLAS TDR [12]).

As discussed in Section 7, displacement damage in the sensor
leads to an increase in leakage current. The leakage current drops
exponentially with temperature, so even moderate reductions in
temperature bring a significant improvement. Cooling is also
crucial to avoid thermal runaway due to self-heating of the
detector [25]. The electronic shot noise can be reduced by
choosing short shaping times. Furthermore, reducing the area of
a detector element reduces the leakage current per channel, so
the shot noise is also smaller.

Segmentation also reduces the input load capacitance to the
front-end, so lower noise is possible, which allows a larger signal
loss with radiation damage. As explained above, this allows
pixel detectors to sustain high fluences close to the interaction
region.
8.3. Layout

General purpose detectors provide full coverage by a combina-
tion of barrel and disk layers. As described above, both ATLAS and
CMS use barrels in the central region and disks in the forward
regions to provide the required coverage and tracking perfor-
mance with minimum silicon area. The ATLAS SemiConductor
Tracker (SCT) has about 60 m2 of silicon with 6�106 strip
detector channels, augmented by a gaseous outer tracking detec-
tor. After going rather far in the development of a mixed silicon-
gaseous detector system, CMS decided to build an all-silicon
tracker with about 230 m2 of silicon and 107 strip detector
channels. Both ATLAS and CMS use pixel devices covering
1–2 m2 with 50–100 million channels at the inner radii
(o15 cm) because of their superior pattern recognition at high
track densities and high radiation resistance. The small capaci-
tance allows low noise Qn � 200e at sufficiently fast shaping
times, so the system starts out with a very high signal-to-noise
ratio. These performance reserves allow greater degradation of
signal and noise with radiation damage than in a silicon strip
system, which extends the lifetime. Strips take over at larger radii
to minimize material and cost.

In ATLAS four layers of silicon strips are used at radii of 30, 37,
44, and 51 cm inside a superconducting solenoid with a 2 T
magnetic field (Fig. 8). Beyond 56 cm radius a 70-layer straw-tube
gaseous tracking and transition radiation detector (TRT) provides at
least 40 hits per track. The TRT is operating close to its limits at 1034

luminosity, but was retained for cost budget reasons. At both ends
an array of 9 disks arranged at distances from jzj ¼ 0:85 to 2.7 m
provide coverage at rapidity jZj41:2. Resolution in the barrel is
determined by the strip pitch of 80 mm in rj and 40 mrad small
angle stereo in z. In the disks the strips go radially, with pitches
ranging from 55 to 90 mm, again using a 40 mrad stereo-angle for r-
resolution. All modules are double-sided, formed by gluing two
single-sided detectors back-to-back under an angle of 40 mrad.

Three layers of pixel detectors at 5.1, 9.9, and 12.3 cm in the
central region and three pixel disk layers at each end provide the
two track resolution and radiation resistance required close to the
interaction region. The pixels are 50 mm� 400 mm, with the long
dimension along the beam axis to accommodate inclined tracks.
The pixel subsystem is enclosed within the pixel support tube and
can be inserted or removed as a unit to facilitate replacement.

Cooling both the sensors and the readout electronics is critical
in these systems. Services providing both power and cooling are
brought out to patch panels at the cryostat wall through the gaps
between the TRT subunits, which leads to significant local
increases in the material distribution.

Estimated fluences after 10 years of operation are estimated to
be 1015 cm�2 (1 MeV neutron equivalent) with a total dose of
50 Mrad at the innermost pixel layer and a fluence 2�1014 cm�2

at the inner strip layer. The pþ-on-n sensors used in the SCT must
be biased for full charge collection. Space charge buildup and
anti-annealing increase the required detector bias voltage to
4350 V, so the sensors have been designed to sustain 500 V. In
production about 10% of the modules exhibited the onset of high
bias current well below the 500 V required in the acceptance tests
[17]. Most of these modules met specifications after operating
them with gradually increasing bias voltage over several hours.
Both the traditional /1 1 1S and /1 0 0S orientations were
studied and /1 1 1S chosen because of easier availability. The
pixel modules use oxygenated sensors, which allow full voltage
operation over 45 years [36]. Unlike the strip sensors, which
are pþ-on-n, the pixel sensors are nþ-on-n, which are also usable
at voltages below full collection. As a consequence, detector
performance deteriorates gradually with radiation damage as
the signal-to-noise ratio falls off.
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In both the disks and the barrels, the modules are ‘‘shingled’’
so that adjacent modules overlap circumferentially to provide full
coverage and facilitate relative position calibration (Fig. 28). The
cant angle of the detectors is chosen to minimize the resolution
spread due to Lorentz deflection of the carriers in the 2 T
magnetic field [37,38]. The resolution in rj is 12 mm in the pixel
and 16 mm in the strip system. The respective resolutions in z are
66 and 580 mm. The ATLAS SCT uses the same strip detector
design throughout the detector for budgetary reasons and to
minimize the number of module designs, which allows more
efficient fabrication and testing.

As noted above, CMS uses an all-silicon tracker with 2.4 m
diameter and 5.4 m length in a 4 T solenoidal magnetic field.
Fig. 13 shows the layout. Strip detectors are used in all layers
except at the smallest radii, where the interaction region is
surrounded by two barrel layers of pixel detectors at 4 and
7 cm for low luminosity running and at 7 and 11 cm at high
luminosity. Two endcap pixel disks cover radii from 6 to 15 cm.
Strip pitches range from 80 to 205 mm and the pixel size is
100 mm� 150 mm [43].

CMS uses both single- and double-sided strip detectors.
Double-sided detectors are used in layers 1, 2, 5, and 6 of the
barrel and in rings 1, 2, and 5 of the disks. As in ATLAS the double-
sided modules use two single-sided sensors, glued back-to-back
to form a small stereo-angle. CMS uses a somewhat larger stereo-
angle of 100 mrad. The endcap disks consist of wedge shaped
segments, each covering 1/16 of 2p.

In total the CMS tracker implements 25 000 silicon strip
sensors covering an area of 210 m2. The 9.6�106 strips are read
out by 75 000 readout ICs. About 25 million wire bonds inter-
connect strip sensors and readout ICs. Detector segmentation is
Fig. 28. Axial quarter view of the ATLAS semiconductor tracker illustrating

shingling of detector modules to provide overlap and compensate for Lorentz

deflection of the collected charge (ATLAS TDR [12]).
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Fig. 29. Block diagram of the APV
chosen so that typical channel occupancies are about 1% through-
out the detector. Position resolution in rj is strongly affected by
the approximately 301 Lorentz angle of the electron drift in the
4 T magnetic field. The barrel strip detectors are tilted by 91 to
compensate. The barrel pixel geometry is deliberately chosen
so that this large Lorentz angle induces significant sharing of
charge across neighboring cells. This yields spatial resolutions
srj � 10 mm and sz � 15 mm.

In the inner layers the strip length is about 10 cm, whereas in
the outer region the strip length is doubled, which increases the
electronic noise. To compensate, the signal is increased by using
500 mm thick sensors instead of the normal 320 mm devices used
elsewhere. Utilization of 150 mm diameter wafers that became
available at the appropriate time provided the cost savings
needed for this huge silicon system.

Sensors use the /1 0 0S orientation to minimize surface
damage. This yields a somewhat lower interstrip capacitance
after irradiation [54]. The strips are AC-coupled with integrated
polysilicon resistors. The inner region utilizes lower resistivity
material (1:2523:25 kO cm) to delay space-charge inversion,
whereas the 500 mm thick sensors in the outer layers use
3:527:5 kO cm material [55,56]. The lower resistivity sensors
start with a higher depletion voltage but end with a lower
operating voltage after space charge inversion and 10 years of
LHC operation. The strip pitch is 80–183 mm in the barrel and up
to 205 mm in the disks with no intermediate strips.

8.4. Readout electronics

Both ATLAS and CMS distribute the total number of tracks over
many detector segments to reduce the rate per channel and
reduce the double-hit probability. For example, in ATLAS the
occupancy in the pixel system is 4.4�10�4 at 4 cm radius and
6�10�5 at 11 cm radius. In the strip system the occupancies are
6�10�3 at 30 cm and 3.4�10�3 at 52 cm radius. Thus, the
choice of shaping time is not driven by rate considerations, but
by the requirement for 25 ns single-bunch time resolution.

8.4.1. CMS readout electronics

The CMS readout is a direct descendant of the systems used at
LEP and utilizes full CMOS circuitry that exploits switched capa-
citor techniques. Fig. 29 shows the block diagram of the readout IC,
the APV25 [42]. Each strip is read out by a charge-sensitive
amplifier followed by a switchable unity gain inverter to allow
both p- and n-strip readouts. Subsequently, a 50 ns CR-RC shaper
drives a 192-stage analog pipeline to accommodate up to 4 ms
trigger latency. On receipt of a trigger a switched capacitor analog
SAMPLE
STAGE

DIFFERENTIAL
CURRENT
OUTPUT

25 readout IC used by CMS.
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Fig. 30. APV25 pulse shapes in peak and deconvolution mode, shown for input

capacitive loads ranging from 2 to 20.5 pF. The reduced pulse height at 17.5 and

20.5 pF indicates that the preamplifier bandwidth is becoming marginal. (Adapted

from Ref. [41].)
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pulse processor applies a weighted sum algorithm to provide the
desired single-bunch time resolution.

Development of the pulse processor was originally motivated
by the lack of sufficiently fast CMOS processes to allow efficient
operation at the shaping times required for single-bunch time
resolution [40]. The underlying notion is to use rather slow pulse
shaping and then to apply a deconvolution algorithm to recon-
struct the fast components of the input signal. For the sampled
output of a CR-RC shaper with the step response

vðtÞ ¼
t

t
e�t=t ð15Þ

this can be implemented by forming the weighted sum of three
successive samples

Vk ¼w1Vkþw2Vk�1þw3Vk�2 ð16Þ

with the weights [39,40]

w1 ¼
1

x
ex�1, w2 ¼�

2

x
e�1, w3 ¼

1

x
e�ðxþ1Þ: ð17Þ

The weights depend on the sampling interval normalized to the
shaping time constant x¼Dt=t. For a step input the result of the
deconvolution is zero. However, for a finite rise time the result is
a short pulse with the duration of the rise time. The APV25 uses a
time constant t¼ 50 ns in the CR-RC filter and samples the output
at 40 MHz, so x¼0.5 and the weighting factors:

w1 ¼ 1:2, w2 ¼�1:5, w3 ¼ 0:45:

Fig. 30 shows the APV25 output in peak and deconvolution
mode. As this is a crude form of differentiation, the signal is
reduced and the noise bandwidth increased, so the noise in
deconvolution mode is higher than in peak mode. For example,
the noise in peak mode of 246eþ36e/pF increases to 396eþ59.4e/
pF in deconvolution mode. The latter is required for single-bunch
timing resolution at the LHC, so that is the relevant noise in
normal operation. Note that often the lower noise is quoted, as it
is relevant for other applications.

Viewed somewhat differently, the CR-RC shaper is the anti-
aliasing filter required before sampling the signal into the analog
pipeline. The algorithm then produces a near triangular weighting
function [40] with a peaking time of Dt and the noise indices
Fi¼0.35 and Fv¼1.84, similar to a conventional CR-RC3 or CR-RC4

filter.
The decision to utilize an all CMOS readout IC with the

deconvolution processor was made early on and applied in a
series of designs using different fabrication processes. Fortui-
tously, the demonstration of excellent radiation resistance in
standard commercial ‘‘deep sub-micron’’ CMOS opened the path
to an efficient implementation in 0:25 mm CMOS [42]. The APV25
chip combines 128 readout channels with an output multiplexer
and is 7.1 mm wide and 8.1 mm long [41].

The analog output signals are transmitted to the off-detector
electronics through optical links using edge-emitting semi-
conductor lasers operating at a standard telecommunications
wavelength of 1310 nm. Off-detector, the optical signals are
received by a photodiode-amplifier on the ‘‘front end driver’’,
which digitizes and processes the signals, subtracts pedestals
and stores the results in a local memory. When operating at the
maximum trigger rate, cluster finding is applied to reduce the
data volume.

8.4.2. ATLAS readout electronics

ATLAS chose a readout system that sought to efficiently
balance the technology against cost, while meeting the physics
requirements. The goal in these large systems is not to provide
the best possible performance, but to maintain adequate perfor-
mance over the lifetime of the detector. After a lengthy process of
testing and comparing options, the collaboration concluded that
these goals can be achieved by a binary readout, i.e. a system that
just records the presence of a hit, so the output only provides a
time stamp with a series of hit addresses. This technique also
lends itself readily to on-chip zero-suppression, which reduces
the cost and space requirements of the readout lines. Threshold
scans allow pulse height and noise measurements for diagnostics,
but this is only necessary infrequently to monitor changes in
response, e.g. due to radiation damage.

Fig. 31 shows the block diagram of the readout IC. The front-end
utilizes time-invariant filtering. The bandwidths of the cascaded
amplifiers needed to provide the necessary gain are tailored to
provide approximately a CR-RC3 response. A comparator fires
when a signal exceeds threshold and the time is stored in a digital
pipeline, whose length accommodates the ATLAS Level 1 trigger
latency. Data sparsification and compression circuitry reduce the
data volume that must be read out. More details follow below.
8.4.3. Required signal-to-noise ratio in a binary readout system

In binary readout systems the threshold must be set low
enough to capture the desired portion of the amplitude spectrum,
but not so low that the rate of noise pulses is too high.

The signal for minimum ionizing particles is a Landau
distribution, where for 99% efficiency in a 300 mm thick detector
the threshold must be set to about one-half the of the most
probable charge Q0. Assume that the minimum signal to be
measured is fLQ0. Tracks passing between two strips will deposit
charge on both strips. The ability to distinguish one-hit from two-
hit clusters improves the obtainable position resolution, as two-
hit clusters are assigned mid-way between two strips. If the
fraction of the signal to be detected is fsh, the circuit must be
sensitive to signals as low as

Qmin ¼ fshfLQ0: ð18Þ

The required threshold-to-noise ratio for a noise occupancy Pn in
a time interval Dt is

QT

Qn
¼

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
�2log 4

ffiffiffi
3
p

nTS
Pn

Dt

� �s
: ð19Þ
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Fig. 31. Block diagram of the ABCD readout IC for the ATLAS SCT.
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In the strip system the average hit occupancy is about 5�10�3 in
a time interval of 25 ns. If we allow a noise occupancy of 10�3 at a
shaping time of 20 ns, this corresponds to QT/Qn ¼3.2.

The threshold uniformity is not perfect. The relevant measure
is the threshold uniformity referred to the noise level. For a
threshold variation DQT , the required threshold-to-noise ratio
becomes

QT

Qn
¼

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
�2log 4

ffiffiffi
3
p

nTS
Pn

Dt

� �s
þ
DQT

Qn
: ð20Þ

If DQT=Qn ¼ 0:5, the required threshold-to-noise ratio becomes
QT/Qn¼3.7. To maintain good timing, the signal must be above
threshold by at least Qn, so QT=Qn44:7.

Combining the conditions for the threshold

QT

Qn

� �
min

QnrQmin ð21Þ

and signal (Eq. (18))

Qmin ¼ fshfLQ0 ð22Þ

yields the required noise level

Qnr
fshfLQ0

ðQT=QnÞmin

: ð23Þ

If charge sharing is negligible fsh ¼ 1, so with fL ¼ 0.5, Q0¼ 3.5 fC,
and ðQT=QnÞmin ¼ 4:7, the required noise level Qnr0:37 fC or
Qnr2300e. If the system is to operate with optimum position
resolution, i.e. equal probability of one- and two-hit clusters,
then fsh ¼ 0:5 and Qnr0:19 fC or Qnr1150e. ATLAS requires
Qnr1500e.
8.4.4. ATLAS SCT readout implementation

ATLAS adopted a bipolar transistor front-end with CMOS
digital circuitry. Initial prototypes used separate bipolar and
CMOS ICs. The production device utilizes the DMILL BiCMOS
process that combines all of the circuitry in a single chip, the
ABCD chip [52,32]. Each chip includes 128 channels, on a 6.4
�4.5 mm2 die, bondable to a 50 mm pitch. Pitch adapters make
the transition to the detector strip pitch of 80 mm. Designing the
ICs for the smaller pitch provides space between adjacent ICs for
bypass capacitors and wire bonds as shown below. The analog
portion uses continuous shaping, approximating a CR-RC3

response with a peaking time of 20 ns. At the nominal operating
threshold of 1 fC this yields a time walk of 12 ns for signals of
1.2–10 fC. The double-pulse resolution for two successive 4 fC
pulses is 50 ns. The operating current of the input transistor
is adjustable to optimize noise with radiation damage and the
total power is 1.3–1.8 mW/ch.

On-chip DACs control the threshold and operating point. Trim
DACs on each channel fine tune the thresholds to compensate for
threshold nonuniformity from channel to channel, bringing the
threshold dispersion well below the noise level. This technique is
even more important when power and readout area are mini-
mized, as in pixel devices, so the efficacy of trimming will be
illustrated in Section 9.

Each chip also includes digitally controlled calibration circuitry
with a DAC-controlled injection level, shown in Fig. 31. All control
and output signals are digital and each module communicates
with the off-detector electronics through optical fibers. The serial
link and token passing (see Fig. 32) present single-point failure
modes, so redundant readout modes are incorporated. In token
passing defective chips within a module can be bypassed. Nor-
mally, each module has two readout lines, one for each side.
Should the master of one side fail, the other side’s master takes
over and both sides are read out through one line. For a more
detailed description of the ABCD readout IC see Ref. [32].

The adopted IC fabrication process was specially designed
for LHC applications and lacked a strong commercial base.
Consequently, process control was not fully developed and the
overall yield was about 20%. The project required about 5�104

ICs, so this required a fast testing system, which was custom
designed to provide the necessary throughput to match the
production schedule [44].
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8.5. Detector modules

CMS uses a conventional module configuration with ceramic
hybrids connected at the ends of the detectors. ATLAS adopted a
novel module design, so it will be discussed in more detail. Fig. 33
shows the module layout. Connecting the electronics at the mid-
point of the barrel modules reduces the noise contribution of the
strip resistance. The electronics hybrid uses a four-layer poly-
imide substrate shown in Fig. 34 [45,46]. This reduces material
and also allows the electronics for both sides to be placed on the
same layer, as the hybrid can be wrapped around the detector
(Fig. 35). A close up of the ICs mounted on the hybrid is shown in
Fig. 36, which also shows the space between adjacent ICs for
bypass capacitors and wire bonds.

Two single-sided p-on-n sensors are glued back to back to
form a 40 mrad stereo-angle. Each sensor has 784 strips on an
80 mm pitch. Two sensors are butted to provide an overall strip
length of 126 mm. An intermediate baseboard of thermalized
pyrolytic graphite (TPG) provides support and a high-conductivity
cooling path to the mounting stave of the barrel support
READOUT ICs

CONNECTOR

10 mm

1 mm

Fig. 35. Schematic cross-section of an SCT barrel module (vertical scale exaggerated). T

the bridge still allows reliable wire bonding to the sensors. Thicknesses (in parenthesi

HYBRID ASSEMBLY

BASEBOARD TPG

CONNECTOR

Fig. 33. ATLAS SCT barrel detector module. Two single-sided sensors are glued

back-to-back with an intermediate TPG heat spreader. The ‘‘ear’’ extending from

the module attaches to the support/cooling stave of the SCT barrel structure.

(Figure courtesy of T. Kondo.)

Fig. 34. SCT front-end ICs and associated components are mounted on a flex-hybrid that

the connector for both sides. Bypass capacitors are visible adjacent to each IC and off
structure. The hybrid is mounted on spacers to prevent direct
heat transfer from the readout ICs to the sensors. This bridge
configuration and the high thermal conductivity of the TPG heat
spreader between the sensors ensures that the sensors are cooled
sufficiently to limit anti-annealing and thermal runaway after
radiation damage. Results of a finite element thermal simulation
are shown in Fig. 37 [45]. The disk modules use a similar
structure, but the electronics are end mounted [47–49]. Expressed
in percent of a radiation length X0, the material in an SCT module
consists of silicon sensors and adhesive: 0.612, baseboard and
BeO facings: 0.194, ICs and adhesive: 0.063, Cu/polyimide hybrid:
0.221, passive components: 0.076, adding to a total of 1.17% X0.
At normal incidence the detector modules, the cooling and
support structure, and the cabling in the four-layer tracker add
up to 0.1X0.

Electrical signals are transmitted by fully balanced LVDS links.
Noise pickup from the digital electronics to the sensors is
negligible and modules operated in systems mock-ups show
he hybrid is glued to a bridge to reduce heat transfer to the sensors. The height of

s) are in mm. (Figure courtesy of T. Kondo.)

wraps around the module. The hybrid integrates electronics, interconnections and

the ends of the two arrays of readout ICs. (Photograph courtesy of T. Kondo.)

Fig. 36. Closeup of the SCT readout ICs mounted on the hybrid. The high-density

wire bonds at the upper edges of the chips connect via pitch adapters to the 80 mm

pitch of the silicon strip detector at the upper edge of the photograph. The ground

plane is patterned as a diamond grid to reduce material. (Photograph courtesy

of A. Ciocio.)
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Fig. 37. Temperature distribution of an SCT detector module. (Figure courtesy

of T. Kondo.)
Fig. 38. Photograph of an assembled SCT barrel module. The attached bar

code allows component tracking during tracker assembly. (Figure courtesy

of T. Kondo.)
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negligible common mode noise and no cross-talk [50]. Fig. 38
shows a photograph of an assembled module. For a summary of
test beam results see Ref. [51].

The scale of these projects does not allow the improvisation
and last minute crash programs that characterize smaller
projects. Small projects can make last minute changes and
implement them rather quickly. Small systems also tend to be
more accessible, so after some initial running it is common to take
them out for rework. In huge detectors like ATLAS and CMS,
removing the silicon systems is a major effort that necessitates
significant downtime. Thus the reliability requirements are simi-
lar to systems in space. Both ATLAS and CMS have adopted
extensive test and quality control procedures that track compo-
nents through the production process and record test data at
every step in a database [44,53,57]. Assembly and testing are
distributed over multiple institutions [58,59], so uniform accep-
tance criteria must be established and enforced.
radius of the outermost pixel layer is 12 cm. (Figure courtesy of M.G.D. Gilchriese.)
9. Examples with extreme requirements II: Silicon pixel
detectors

The high occupancy at the inner layers of semiconductor
tracking detectors at high luminosity colliders precludes the use
of strip detectors. Pixel detectors are key components of ATLAS,
CMS [60,43], ALICE [61,62], and other systems. Unlike CCDs, these
devices allow the selective readout of individual pixels, so they
are often called random access pixel devices.

Small-scale two-dimensional segmentation allows pattern
recognition at high track densities. The low capacitance provides
a high signal-to-noise ratio, which allows degradation of both
the sensor signal and electronic noise due to radiation damage.
With the small detector elements the detector bias current per
element is still small after radiation damage. The drawback is that
the engineering complexity is at least an order of magnitude
greater than in strip systems, so the path toward devices suitable
for the LHC has been arduous. Along the way devices have been
used successfully in DELPHI [63] and WA97 [64], but the LHC
detectors are a significant step up in complexity and scale. See
Ref. [65] for an overview of these early systems. Designs suitable
for high-luminosity colliders began in the late 1980s [66–68] and
have come to fruition for the LHC. The ATLAS pixel device will be
described to illustrate the design techniques.
9.1. ATLAS pixel detector

Fig. 39 shows the layout of the ATLAS pixel detector [69]. The
overall pixel detector has about 2 m2 of sensor area and 108

channels. The pixels are 50� 400 mm2, oriented along the beam
axis to reduce distribution of the signal from inclined tracks over
multiple pixels. Fig. 40 shows a barrel module, which consists of
a 6�1.6 cm2 silicon sensor wafer, onto which two rows of
eight readout ICs with a total of 46 080 pixels are bonded by a
two-dimensional array of solder bumps. A cross-section and more
details of the bump bonding are shown in Fig. 41. For more details
see Ref. [70] and for an overview of high-density interconnect
technology see Ref. [71].

On a readout IC the pixels are arranged in 18 columns of 160
pixels. Each pixel cell contains a full electronic channel with
control circuitry, described below. Tiling is accomplished without
dead area by making the sensor pixels at the readout chip
boundaries longer to bridge the gap. The electronic noise averages
170e, obtained during simultaneous readout at a 40 MHz rate.

As shown in Fig. 40 the output pads of the readout ICs extend
beyond the edge of the sensor to allow wire bonding to a flex-
hybrid, which accommodates bypass capacitors, a readout controller
IC, and power, control and readout bussing. Communication is
through three links, input, output, and clock. The module



Fig. 40. ATLAS barrel pixel module. The silicon sensor provides the basis onto

which the 16 readout chips are bump-bonded. The readout chips are wire bonded

to a polyimide flex-hybrid, which provides the interconnections and the readout

controller IC [16].
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Fig. 41. Cross-section and bump bonding of a ATLAS pixel module. In the cross-

section view the pixel ICs are at the bottom, bonded to the sensor above through a

two-dimensional array of solder bumps. Connections from the pixel ICs to the

flex-hybrid are by wire bonds. A pixel cell and bump bond are shown at the

bottom. The bump bond pad is a 20 mm diameter octagon with a 12 mm opening in

the passivation for the solder bump. (Figure courtesy of M. Garcia-Sciveres.)

H. Spieler / Nuclear Instruments and Methods in Physics Research A 666 (2012) 197–222 219
communicates through an optical package, up to 1 m distant, that
connects to the off-detector electronics.

The sensors utilize oxygenated n-type silicon bulk with
nþ electrodes [72,73]. Interelectrode isolation is provided by a
contiguous ‘‘p-spray’’ [74]. The nþ-on-n structure still provides
good efficiency when operated below the voltage required for full
charge collection, so it extends the overall detector lifetime after
radiation damage. Sensors are 250 mm thick. The pixels are direct
coupled to the amplifiers, as space constraints do not allow the
bias structures required per pixel with AC coupling. However,
some form of common biasing is required for sensor testing and
also to maintain a uniform potential distribution around a faulty
bond. The ATLAS sensors implement a bias grid that provides
punch-through biasing, which is inactive during operation. Tests
indicate that the voltage required for full charge collection should
remain below 600 V throughout ten years of LHC running [72].
Beyond this the signal degrades gradually, both due to incomplete
charge collection and trapping, so the system still remains func-
tional, albeit with reduced signal-to-noise ratio. The readout IC is
fabricated in a standard ‘‘deep submicron’’ 0:25 mm process and has
shown only minor degradation after irradiation to 100 Mrad [76].

A block diagram of the circuitry in each cell is shown in Fig. 42.
Each pixel cell contains a preamplifier, pulse shaping with a 30 ns
rise time, a threshold comparator, a trim-DAC for pixel-by-pixel
fine adjustment of the threshold, time stamp logic, and event
buffering [77]. Current feedback in the charge-sensitive amplifier
provides a linear 500 ns21 ms discharge and also compensates for
the sensor bias current. Pulse heights are digitized by measuring
the time over threshold (ToT). Unlike the BaBar AToM IC [75], this
is designed to provide a linear response. The preamplifier is direct
coupled to a two-stage differential amplifier. The reference level
is generated in the preamplifier discharge block to track the
baseline at the preamplifier output. The amplifier drives a
differential comparator whose threshold is set by adjusting the
baseline of the second gain stage. The PMOS input transistor with
W ¼ 25:2 mm and L¼ 0:6 mm operates at 8 mA drain current. The
feedback capacitor is 6 fF, yielding a 15 ns risetime with the
sensor connected. Charge interpolation using the ToT yields a
spatial resolution of 7–10 mm in rj.

The small transistors required for this design do not provide
adequate matching to keep threshold variations well below the noise
level, so a fine adjustment is incorporated. Each pixel cell includes a
seven-bit threshold trim DAC and a three-bit DAC to trim the ToT.
Fig. 43 shows the threshold dispersion before and after trimming.
Individual pixel cells can be selected for charge injection, masking
the output of noisy pixels, or shutdown in case of cell failure.

Globally all critical bias currents and voltages on the chip are
controlled by DACs (11 DACs with eight-bit resolution). A ten-bit
DAC controls charge injection and another ten-bit DAC modifies
the input current discharge to provide a measurement of the
leakage current of each individual pixel. Two charge injection
capacitors are incorporated in each pixel to provide a low range
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Fig. 43. Threshold distribution of an ATLAS pixel module before and after trimming. A signal charge of 4000e is injected and the trim DACs in each pixel cell adjusted to

minimize the threshold dispersion. (Data courtesy of M. Garcia-Sciveres.)
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for noise and threshold measurements and a high range for
calibration, time walk and cross-talk measurements.

The analog supply voltage is 1.6 V with a total current drain of
75 mA. Each pixel cell consumes 40 mW. The digital supply is
2 V at 40 mA, so the total power dissipation of the pixel IC is
200 mW.

A 40 MHz differential time stamp bus routes timing signals to
all pixels. This bus is 8 bits wide and uses a Gray code so that the
number of high and low levels remains constant to minimize
supply current fluctuations. During signal acquisition each pixel
cell records the leading and trailing edge timing. As soon as a
trailing edge is recorded, a hit signal (address plus leading and
trailing edge timing) is sent to the column periphery (Fig. 44).
This operates at transfer rates up to 20 MHz. Differential drivers
and receivers are used to minimize cross-talk. At the end of each
column pair a content addressable buffer memory with 64
locations is available (one location for each five pixels). Upon
receipt of a Level 1 trigger, the buffers are checked for valid events
and hits from rejected crossings are cleared. A readout sequencer
stores up to 16 events pending readout. Data are ‘‘pushed’’ off the
front-end chip to the readout chip without handshaking. All
column pairs operate independently and in parallel,. The readout
operations incur no deadtime, so the overall rate is limited by the
buffer capacity [78].

All control data are stored in a 231-bit control register with
full readback capability. Configured as a shift register with a
shadow latch it utilizes triple redundancy for single event upset
tolerance, as it holds critical configuration data. In addition to a
broadcast mode, each chip can be uniquely addressed; its identity
is controlled by external wire bonds. Intermediate metal layers
and special layout limit cross-talk from the digital signals to the
sensors and input nodes [77]. Fig. 45 shows the measured noise.
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Ref. [79] summarizes design and layout considerations for pixel
readout ICs.

Fig. 46 shows a reticle containing two pixel ICs, a readout
controller, and support and test devices. On the pixel ICs the
upper 75% are the pixel cells, whereas the lower 25% are readout
logic and output drivers. Higher density processes would reduce
this area and also allow smaller pixel cells. The 0:25 mm process
used in ATLAS production would allow half the pixel size, but the
sensor design was determined for an earlier design. Die size is
7.2�10.8 mm2. The edges of the die may not extend beyond
100 mm from the active area. External contacts are by 30 wire
bonds, with 100� 200 mm2 pads. Diagnostics are provided on 17
additional bond pads.

ICs are thinned to 180 mm. Starting thickness of the wafers is
� 500 mm. The chip boundaries are grooved to a depth of
� 200 mm and then the wafer is ground to a thickness of
� 180 mm, releasing the chips with very smooth edges. Material
in a module is about 0.8% X0. Including the support structure and
services, the material adds up to 7.5% X0 at normal incidence,
increasing to about 35% X0 at Z¼ 2.

Other pixel designs incorporate many of the techniques
described above. CMS also uses a bump-bonded pixel structure,
but the pixel size is 100 mm� 150 mm after migrating to a
0:25 mm process for the readout IC [43]. A column-based readout
is also used, but with a fully analog readout [80]. ALICE uses
50 mm� 425 mm pixels with a binary readout. A fast OR output
can be used in the Level 0 trigger. The proposed BTeV experiment
took the readout a step beyond all existing silicon detector
systems by reading out at the full beam crossing rate of
7.6 MHz [81,82].

Design and construction of these large-scale pixel systems pose
formidable challenges. The ATLAS pixel IC contains nearly four
million transistors, so simulation and design verification are crucial.
As in all large-scale semiconductor detector systems, electro-
mechanical integration – combining sensors, electronics, cabling,
cooling, and mechanical support systems – is a major part of the
project. The complexity of integrating these systems is usually not
appreciated by those who haven’t done it. Furthermore, these
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systems are chronically underfunded, as funding agencies,
reviewers, and project managers tend to think that these develop-
ments merely follow recipes, rather than applying a wide range of
physics, so they underestimate the required effort.

10. Conclusions

The LHC has imposed unprecedented requirements on new
detectors, both because of high flux, i.e. high event rates and
radiation damage, and large scale, which requires reliability, complex
infrastructure, and worldwide collaborations, even for subdetectors
and their components. All detectors are now fully functional, which
illustrates that ‘‘bottom up’’ management, i.e. making decisions
based on open discussions and verified results, is highly successful.
It also illustrates that there are multiple solutions to the same
general requirements. This success also built on many prior devel-
opments in a wide range of applications that applied novel techni-
ques, which also makes a strong case for targeted generic R&D,
rather than constraining by solely project-based funding. The poten-
tial sLHC upgrade is raising even more requirements, so ongoing
support for new developments is still essential, especially as many of
these developments will also encourage other applications.
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